Functional Magnetic Resonance
Imaging of Human Auditory Cortex
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Magnetic resonance imaging methods recently demonstrated regional cerebral signal changes in response to limb
movement and visual stimulation, ateributed to blood flow enhancement. We studied 5 normal subjects scanned while
listening to auditory stimuli including nonspeech noise, meaningless speech sounds, single words, and narrative text.
Imaged regions included the lateral aspects of both hemispheres. Signal changes in the superior temporal gyrus and
superior temporal sulcus were observed bilaterally in all subjects. Speech stimuli were associated with significantly
more widespread signal changes than was the néise stimulus, while no consistent differences were observed between
responses to different speech stimuli. Considerable intersubject variability in the topography of signal changes was
observed. These observations confirm the utility of magnetic resonance imaging in the study of human brain structure-
function relationships and emphasize the role of the superior temporal gyrus in perception of acoustic-phonetic features

of speech, rather than processing of semantic features.
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The anatomy and physiology underlying speech per-
ception have been studied with a variety of methods,
each providing important clues about the organization
of this complex function. Human studies have included
cytoarchitectural mapping of auditory cortex in cadaver
brains {1, 21, behavioral-anatomical correlations in
brain-injured persons {361, evoked potentials to audi-
tory stimuli {7-91, and mapping of regional blood flow
and metabolism changes during audition {10-14].
Structural studies in animals have begun to unravel the
complex hierarchical connections among auditory cor-
tical arcas {15—171, and cell recordings in awake ani-
mals have provided detailed data regarding neuronal
events in response to speech and speech-related stimuli
{18—21}. While incorporating fundamentally different
types of test paradigms and measurements, many of
these studies suggested a major role for perisylvian
temporal cortex in the analysis of auditory speech stim-
uli {4, 9, 14, 221. Both right and left temporal regions
appear to participate to some degree {9, 11, 13, 14}
Processing of complex stimuli such as consonant-vowel
clusters or words appears to requite the activity of
more widespread brain areas than does processing of
certain non-speech sounds {12, 22].

This report presents preliminary findings using mag-
netic resonance imaging techniques to visualize brain

regions involved in auditory speech perception. The.
method, herein referred to as “functional magnetic res-
onance imaging” (FMRI), measures regional increases
in magnetic resonance signzl during brain activity. In
explaining these regional changes, previous investiga-
tors suggested that increased blood flow and oxygen-
ation at the capillary venous level in metabolically
active tissue {237 leads to decreased intravoxel de-
phasing, resulting in increased signal [24—28]. FMRI
has previously been used to image brain activity during
finger movements {29, 291 and during primary visual
stimulation {26281, It is unknown whether FMRI can
detect acrivity in sensory association cortices, particu-
larly since reported blood flow changes in such areas
have been of much smaller magnitude than those oc-
curring in primary sensory and motor areas {13}
With its capability for producing high-resolution im-
ages, FMRI could contribute to an understanding of
the detailed functional anatomy of auditory processing.
As an initial investigation of auditory cortex, we mea-
sured magnetic resonance signal changes in the lateral
aspect of both temporal lobes as subjects passively lis-
tened to speech and nonspeech stimuli. Stimuli dif-
fered in both semantic content and acoustic feature
(frequency modulation) content. The study was de-
signed to address the following questons: (1) Can
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FMRI demonstrate activity in primary and association
auditory cortex? (2) If so, what are some salient stimu-
lus variables determining activation in these regions?
(3) Are there observable differences between individu-
als in the location and extent of activity measured by
FMRI?

Materials and Methods

Subjects

Subjects were 5 healthy individuals (3 women, 2 men), aged
25 to 30 years, who had no history of neurological or audi-
tory symptoms. Screening neurological examinations re-
vealed normal findings. Individual data, including Edinburgh
Handedness Inventory laterality quotients {30}, are provided
in the Table. Subjects were recruited on a voluntary basis,
gave written informed consent according to institutional
guidelines, and were paid a small hourly stipend. All studies
received prior approval by the institutional human research
review committee.

Appavatus and Scanning Procedures

Imaging was performed on a General Electric 1.5-T Signa
scanner using a 30-cm three-axis head gradient coil designed
for rapid gradient switching {31}, and an elliptical endcapped
quadrature radiofrequency (tf) coil designed for whole-
volume brain imaging {32]. A blipped gradient-echo echopla-
nar sequence was used for functional imaging, allowing com-
plete acquisition of a 64 X 64 pixel image in 40 msec. The
field of view (FOV) was 24 cm and slice thickness 10 mm,
yielding voxel dimensions of 3.75 X 3.75 x 10 mm. Sym-
metrical lateral sagittal slices of the left and right hemispheres
were obtained, centered at positions 8 mm medial to the
most lateral point of the temporal lobe on each side. Sixty-
four sequential images of each slice were collected, alternat-
ing left- and right-sided acquisitions, with an interscan tempo-
ral spacing, or repetition time (TR), of 3 seconds for each
side.

Subjects lay in the scanner with eyes closed and room
lights extinguished. Digitally recorded auditory stimuli were
played at precise intervals using a Macintosh microcomputer,
amplified, and delivered to the subject via air conduction
through a semirigid 1-cm bore plastic tube. The tube con-
ducted the sound stimulus approximately 20 ft from the con-
trol room wall to the subject, at which point a2 Y-connector
split the tube for binaural stimulation through a tightly fitting
headset with occlusive earplugs to further reduce scanner
noise exposure. A 10-band frequency filter was used, with
uniform settings across subjects, to replace high-frequency

Subject Data

Subject Sex Age (yr) LQ Test Order
1 F 25 78 N-P-W

2 F 28 90 N-W

3 M 30 63 N-P-W

4 M 30 100 N-W-P-T

5 F 26 78 N-W-P-T

LQ = laterality quotient [30}; N = noise; P = pseudowords; W
= words; T = text.
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Fig 1. Timing of stimulus presentations and data analysis. Be-
ginning with image 4, 9-second periods of stimulus presentation
(“activation”) alternated with Q-second periods of haseline for a
total ten cycles. (A) Reference sinusoidal model of signal change
over time. Note the alignment of peaks with ends of activation
peviods and alignment of troughs with ends of baseline periods.
(B) Experimental data from one voxel in the left superior tempo-
val gyrus of Subject 3, superimposed on the reference function (r
= (.956).

loss in the auditory stimulus due to the tube conduction
system.

Scanning began with acquisition of standard 256 X 128
pixel, Tl-weighted, S-mm GRASS (gradient-recalled at
steady state) images to be used for later anatomical localiza-
tion, located at the same plane and center position as the
echoplanar images. Prior to echoplanar imaging, subjects
were informed that they would hear various sounds through
the earphones, and that they should “listen carefully to the
sounds in the earphones.” Each 64-image echoplanar series
consisted of multiple periods of “baseline,” during which sub-
jects heard only the ambient scanner noise, alternating with
periods of “activation,” during which one of four types of
prepared auditory stimulus was delivered (Fig 1). Each series
began with 3 baseline images (9-second interval) allowing
magnetic resonance signal equilibrium to be reached, fol-
lowed by 60 images during which activation alternated with
baseline every 9 seconds (6 images/cycle, 18 sec/cycle, ten
cycles). Background scanner noise was constant throughout
all baseline and activation periods. Although the onset of the
firsc activation period was manually initiated (and therefore
somewhat variable relative to the timing of image acquisi-
tion), subsequent baseline and activation periods were digi-
tally triggered and thercfore precisely regular. The final im-
age in the series was a reference image containing a selective
excitation grid enabling estimation of any gross anatomical
distortion resulting from the echoplanar technique {33].

Stimul;

Stimulus amplitude, which remained constant across subjects,
averaged 117 dB sound pressure level (SPL) at the distal end
of the audio system for all four types of stimuli. Peak ampli-
tude of the background scanner noise (which remained con-
stant through all baseline and activation periods) was approxi-
mately 95 dB SPL. The occlusive earplugs attenuated both
scanner noise and test stimuli by an estimated 25 dB SPL,
resulting in approximate tympanic SPLs of 97 dB for the
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experimental stimuli and 70 dB for the background noise.
Subjects reported perceiving the activation stimuli as subjec-
tively louder than the background scanner noise. One of
the following four stimulus types was delivered during each
echoplanar series:

1. Words. These were 90 monosyllabic, concrete English
nouns of medium frequency (mean = 40 occurrences/
million; range, 1088 [341), for example, barn, shore, box.
The digitial recordings featured a male voice, and were
each edited to an approximate duration of 0.8 second.
Playback during the activation periods was at a rate of 1
word /sec, allowing presentation of 9 words during each
activation period.

2. Psendowords. These were 90 monosyllabic nonsense pho-
neme strings, derived by rearrangement of the constituent
phonemes of the word stimuli, for example, zar, orsh,
skob. The voice used, average SPL, duration, and stimulus
rate were identical to those for the word stimuli.

3. Text. This consisted of a 257-word narrative story adapted
from a work of Tolstoy and containing many concrete
nouns and highly imageable noun phrases and action de-
scriptions (see Appendix). The story was divided into ten
9-second sentences for presentation during the activation
periods of one image series. Individual voice and SPL
characteristics matched those of the other stimuli. Constit-
uent words were presented at a mean rate of 3.6 syllables/
sec.

. Noise. This nonspeech stimulus consisted of “white noise”
matched in SPL, duration, spectral range (505,000 Hz),
and stimulus rate to the word and pseudoword stimuli,
but lacking any frequency modulation features.

NN

The order of test stimuli for each subject is provided in the
Table. The order of word and pseudoword presentation was
varied across subjects to minimize order effects on this com-
parison. Several subjects were tested twice with each stimu-
lus, although no stimuli were repeated until all had been
presented. All data in this article describe responses to initial
presentations.

Data Analysis

Previous FMRI observations suggested a rise latency in sen-
sory cortex of 8 to 9 seconds from stimulus onset to maximal
signal change, and a fall latency of 9 to 10 seconds from
stimulus cessation to baseline signal {35]. Signal changes over
time during each 18-second cycle in the present study were
therefore predicted to resemble a sinusoidal function; pilot
studies confirmed this prediction (see Fig 1).

FMRI studies have generally produced a “functional im-
age” by computing for each voxel the difference in mean
signal between single baseline and activation periods {26-28,
36]. An alternative method, developed in our laboratory and
used in the present study, correlates the periodic data ob-
tained from multiple alternating periods of baseline and acti-
vation with periodic reference functions (sine functions) to
identify voxels responding to the stimulus {29, 371 This
method improves the signal-to-noise ratio by incorporating
a larger set of data points per analysis (i.e., all data points
acquired). Like the voxel data, the reference functions used
in this study consisted of ten cycles defined by six data points/
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cycle and were phase-adjusted so that trough points were
temporally aligned with the last image of the baseline (no
stimulus) periods (see Fig 1). Because the precise phase of
the stimulus cycle relative to image acquisitions was un-
known, and probably varied from series to series by as much
as 1 second, ten reference sinusoidal functions were used
and were phase-shifted over a range of £ 0.5 second, in
increments of 100 msec, around the expected phase. The
best # generated for each voxel was used for further analysis,
regardless of which reference function produced the correla-
tion. This method compensates for imprecision in the manual
triggering of the stimulus cycles and also reduces the require-
ment that all brain regions respond with precisely the same
temporal phase shift relative to the stimulus {38].

Only those voxels with |#| =0.50 were analyzed further.
This cutoff corresponds to p < 0.0001 for a 60-image series
371, a value selected to reduce the likelihood of type 1 error
due to the large number of voxels (approximately 500) con-
sidered in each analysis. Images representing the magnirude
of stimulus-locked signal change in these voxels were con-
structed by setting the brightness of the corresponding pixels
to K(ra), where o is the standard deviation of the voxei daia
(proportional to the magnitude of signal change), and K is a
scale constant {37]. For anatomical localization, the bright-
ness scale of the functional images was converted to a poly-
chromatic scale, and functional images were superimposed
on Tl-weighted GRASS images of the same brain slices after
interpolating all images to 256 X 236 matrices. Inspection
of the selective excitation grid images showed no appreciable
anatomical distortion in the regions containing superior tem-
poral, middle temporal, and frontal lobes; conscquenty regis-
tration of the functional and anatomical images was consid-
ered to be very good.

Results

General Observations

Signal increase that followed the onset of sound stimuli
(hereafter referred to as “activation”) was consistently
observed in the superior temporal gyrus (STG) of all
subjects, and ranged from approximately 1 to 5% of
baseline signal values (Fig 2). Correlations between ref-
erence sinusoidal functions and actual signal data fre-
quently exceeded 0.90 for those voxels with strong
responses (see Fig 1), suggesting that sinusoidal func-
tions are a good approximation of the physiological
response under these activation conditions. Figure 3A
illustrates a “baseline image” derived by averaging 10
echoplanar images taken during baseline periods, and
Figure 3B an “activation image” derived by averaging
10 images taken during peak activation by speech sum-
uli. The result of a simple subtraction between these
two images is shown in Figure 3C, which demonstrates
the main focus of signal change in the STG despite
considerable residual “noise” in the image. Figure 3D
shows the improved functional image obtained using
the cross-correlation thresholding technique described
above, which more clearly delineates areas of stimulus-
related signal fluctuadion.
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Fig 2. Raw data showing percent signal change (vertical axes)
over time (horizontal axes) tn 16 contignous voxels of the left su-
perior temporal gyrus of Subject 5 during pseudnword presenta-
tion (see Fig 4). Vertical axis vange for all boxes equals 10%.

Regions of activation for each subject are illustrated
in Figure 4, using a red-yellow scale to indicate posi-
tively correlated signal activity and a blue-cyan scale to
indicate negatively correlated (signal decrement during
stimulation) activity. The great majority of the tempo-
rally correlated changes were positive in relation to the
stimulus and were centered over cortex rather than
white matter. Signal changes were often particularly
strong over sulci, where the cortical ribbon was more
likely to traverse the entire thickness of the slice, min-
imizing volume averaging effects.

Stimulus Effects

The temporal lobe area (number of voxels) activated
by either word or pseudoword stimuli was significantly
greater than the area activated by the white noise stim-
ulus, as shown by two-way repeated measures analysis
of variance (ANOVA) (F(2,6) = 37.7, p < 0.0001)
followed by ¢ tests (Fig 5). With white noise stimula-
tion, signal increases were characteristically confined to
the dorsal aspect of the STG, in most cases centered
on the transverse temporal (Heschl's) gyrus (TTG) (see
Fig 4). Noise activation was somewhat more wide-
spread in Subjects 1 and 3, including small areas ante-

Fig 3. Echoplanar image data (Subject 5, pseudowords, left
hemisphere) showing twa methods of functional image forma-
tion. (A) “Baseline image” obtained by averaging 10 images
taken during baseline periods. (B} “Activation image” obtained
by averaging 10 images taken during peak activation periods.
Signal increases of 1 to 5% in the superior tempoval gyrus dur-

ing activation (see Fig 2) ave virtually imperceptible. (C) “Sub-
traction image” obtained by subtracting A from B and exclud-

ing diffevences less than 157, (D) Functional image created by

the crass-correlation technique: pixel brightness values = K{ro)
for all pixels with |t} = 0.50.
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rior or posterior to the TTG. Responses to speech
stimuli were seen over a considerably wider area in all
subjects, typically including most of the dorsal STG
and clearly spreading to the superior temporal sulcus
(STS) in all subjects. Although most of the STS activity
appeared to be centered on the sulcus or on its supe-
rior aspect, several subjects also showed foci of activity
in either the posterior or anterior (see Fig 4) middle
temporal gyrus. There were no consistent response dif-
ferences using different speech stimuli. Activation area
tended to be larger during pseudoword presentation
than during word presentation (Subjects 1, 3, and 5),
although this difference was not statistically significant
(see Fig 5) and was absent in Subject 4. STS activation
tended to be more extensive during stimulation with
text than with words or pseudowords (see Fig 4), al-
though this difference was also small.

Left-Right Asymmetry

Activation in the temporal lobes was approximately
symmetrical in all subjeces. Subjects 3, 4, and 5 showed
small foci (3~8 voxels) in the left STG with activation
values exceeding any obtained in the right hemisphere.
This phenomenon is best represented using cumulative
response value distributions, as shown in Figure 6 for
subjects tested with both pseudowords and words.
Subject 4 showed the clearest asymmetry, with approx-
imately 209 of voxels on the left side exceeding maxi-
mum right hemisphere values.

The total temporal lobe area (number of voxels) acti-
vated by speech stimuli was roughly symmetrical in all
subjects except Subject 5, who showed a greater num-
ber of active voxels on the left side (mean for the three
speech conditions = 36) than on the right (mean =
26). In several subjects there was a focal asymmetry
consisting of more extensive activation postetior to
TTG in the left hemisphere (Subjects 3, 4, and 5).

Fig 4. Brain activation images, Subjects 1=5 (see text for de-
tails). Positively corvelated pixels ave displayed in red-yellow,
negatively covrelated pixels in blue-cyan, with colors reflecting
magnitude and sign of (ro). The same scale applies to all sub-
jects. The arrowheads indicate the transverse temporal gyrus
(TTG) in Subjects 1 and 3. An avea posterior to the TTG ap-
pears larger on the left side in Subjects 1, 3, and 4 (vertical
arrows). Small activation foci in the posterior middle temporal
gyrus ave visible in several subjects (horizontal arrows, Subject
2). Small activation foci in the anterior middle temporal gyrus
are visible in Subjects 4 and 5 (diagonal arrows). Right lateral
[frontal activity is apparent in Subjects 3, 4, and 5. A lincar
group of negatively correlated pixels in the right bemisphere of
Subject 5 is noted, possibly representing a superficial cortical
vein. The small black squares 7 one left brain image of Sub-
Ject 5 (pseudoword condition) identify corner locations of the
16-voxel vegion vepresented in Figure 2. L = left; R = right;
N = notse; P = pseudowords; W = words.

p vs. Noise: <.01 <.01 <01 <.02
p vs. Words: >.05 >.05

Number of Active Voxels

Left Right

Fig 5. Mean number of active temporal lobe pixels during three
stimulus conditions in Subjects 1, 3, 4, and 5. Both word and
Dsendoword conditions differed significantly from noise bilater-
ally, while no significant differences were seen between word and
psendoword conditions. N = noise; P = pseudowords; W =
words.
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Fig 6. Cumulative percent distvibutions of (r &) values in the
right and left temporal lobes during two speech conditions. Peak
values observed in the left bemisphere exceeded right hemisphere
values in Subjects 3. 4, and 5.
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Four subjects showed varying degrees of right fron-
tal lobe activation, particularly in response to speech
stimuli, which was not present on the left side (see
Fig 4). Most of this activity was scattered about the
precentral sulcus, in an area approximating the inferior
aspect of Brodmann area 6 in the middle frontal gyrus.
The magnitude of this right frontal response varied
from trial to trial and roughly paralieled the degree
of response in both temporal lobes (e.g., Subjects 3
and 5).

Intersubject Variability and Other Results

Figure 4 demonstrates the considerable topographical
variation in activity among subjects. Specific examples
include differences in the extent of activity along the
STS (compare Subject 1, left, to Subject 3) and differ-
ences in the extent of activity in the anterior STG
(compare Subject 3 to Subjects 4 and 9). Total area of
activity was considerably smaller in Subject 2 than in
other subjects, while the overall magnitude of response
was considerably less in Subject 4 than in others (see
Fig 6).

Signal intensity in some voxels diminished during
stimulus presentation, a phenomenon noted previously
[361. These voxels were typically solitary and located
next to voxels showing strong positive activation (Sub-
jects 3 and 4). In the right hemisphere of Subject 5, a
linear group of these negatively correlated voxels was
observed, having a location and orientation cotre-
sponding to the inferior anastomotic vein of Labbé.

Discussion

Our results demonstrate the feasibility of using FMRI
to investigate the functional anatomy of human audi-
tion. Despite unusual conditions including continuous
background scanner noise, the method detected activ-
ity in both primary and association auditory cortex in
response to a wide range of speech and nonspeech
stimuli. The method controlled for the effects of scan-
ner noise by treating this stmulus as a constant
throughout all baseline and activation periods. The pe-
riodic signal changes measured may therefore be attrib-
uted to wdditional brain state changes associated with
introduction of the experimental stimuli against a con-
stant background of scanner noise. That these re-
sponses varied significantly with different types of ex-
perimental stimuli suggests that they depend on
specifiable stimulus properties, and are not nonspecific
responses.

The results reported here corroborate existing
knowledge from positron emission tomography (PET)
experiments using related stimuli [11-14, 22]. A ma-
jor finding in the present study and in prior PET
studies is that speech stimuli activate a spatially more
extensive region of the temporal lobe than does un-
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modulated noise, and different speech stimuli (words,
nonwords, text) produce similar or identical activations
{12, 14, 221. While consistent, these results are not
entirely expected given the differences in semantic
content that presumably distinguish nonwords from
words. Unlike meaningless stimuli, words have learned
associations with other symbols, concepts, or re-
sponses; these associations, and the processes by which
they are activated by phoneme or printed letter clus-
ters, may be described as a semantic system [39-43].
Previous studies revealed a frontal region related to
this semantic system using word fluency tasks, which
require the activation of previously learned associations
[13}. While most apparent during tasks requiring overt
responses to meaningful stimuli, the semantic system
may also operate relatively automatically during passive
stimulus exposure, influencing subsequent brain events
without subjects’ awareness of any influence {44, 451
That this semantic system should remain unseen after
comparing activation by words and nonwords has at
least two possible interpretations.

One interpretation is that words and nonwords actu-
ally differ little in semantic content, both activating a
semantic system located primarily in the STG of one
or both hemispheres {14]. Hierarchical parallel pro-
cessing models of word perception allow for the activa-
tion of higher-order codes (such as whole-word codes)
by nonword input [46], and there is accumulating evi-
dence for common mechanisms governing recognition
of printed words and nonwords {47]. As a Conscious
correlate of the activation of higher-order codes by
nonwords, subjects occasionally report being “re-
minded of” a real word after hearing a norword. Al-
though persuasive, these lines of evidence must be rec-
onciled with lesion studies showing that large injuries
confined to the STG of the left or both hemispheres
produce little, if any, difficulty relared to semantic asso-
ciation [5, 6]. Such lesions result in the classic syn-
drome of “pure word deafness,” whereas semantic
deficits typical of Wernicke aphasia require much
larger lesions of the temporal or inferior parietal lobes
beyond the STG [48—511, and may result from inferior
temporal lobe lesions quite distant from the STG {52,
531

A second interpretation is that the stimuli used here
did not succeed in activating the semantic system to a
level detectable by the FMRI technique. The semantic
system may be a relatively distributed neural network
covering a fairly large cortical region {48, 53, 541,
blood flow changes within such a network may not be
as focally concentrated as is the case for unimodal cor-
tex, making them less likely to be detected. In support
of this view, PET studies have typically shown much
lower levels of blood flow change during purely cogni-
tive tasks than during sensory or motor tasks {13]. This
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interpretation would help reconcile data from lesion
studies, which suggest major participation of the poste-
rior dominant temporal and parietal lobes in language,
with data from PET studies, which generally show little
activity 10 these same areas during semantic tasks. Re-
cent PET activations using more complex tasks demon-
strated semantic rask-specific activation in temporopa-
rietal and ventral temporal foci of the left hemisphere,
suggesting that the posterior semantic networks indi-
cated by lesion studies may also be detectable under
certain circumstances using blood flow measurements
[54].

Differences between responses to speech and non-
speech stimuli could be due to variables unrelated to
semantic processing. In acoustic terms, these types of
stimuli differ markedly in the amount of frequency
modulation present in each, since speech is character-
ized by continuous rapid transitions in the spectral po-
sition of overtone clusters (formants) present in the
auditory signal [55]. These temporal acoustic features
are the physical equivalents of perceived consonant and
vowel sounds, and as such must be transcoded for pho-
neme perception to occur {561 The main site of this
acoustic analysis is likely to be in the STG, where sin-
gle-unir studies in animals show neurons tuned to spe-
cific frequency transitions like those found in speech
[18-21}, where evoked potentials can be recorded in
humans in response to frequency-modulated stimuli
{9, 571, and where lesions produce deficits of phoneme
discrimination {3-6}. The results of the present study,
showing significantly greater activation in the STG by
speech than by unmodulated noise stimuli, are consis-
tent with data from these other sources, and support
the hypothesis that a major function of unimodal audi-
tory association cortex (Brodmann area 22) is the anal-
ysis of temporal acoustic features of speech and other
highly modulated sounds.

Test order is a potential confounding factor that may
have produced apparent differences between stimulus
conditions. PET studies of motor cortex have shown
that a decrement in the extent of functional activation
occurs with repeated exposure to the same activation
procedure [58], possibly due to habituation factors or
synaptic plasticity. We controlled for this effect in the
word/pseudoword comparison by varying the order of
these conditions across subjects. Similarly, the white
noise condition was positioned first in the order as this
stimulus was expected to show the smallest activation.
The smaller activation seen in the white noise condi-
tion 1s therefore unlikely to have resulted from habitu-
ation or other nonspecific effects of test order.

Functional imaging studies have often shown asym-
metrical activation during stimulation with speech {10,
11, 13, 14, 22}. The present data, suggesting asymme-
tries favoring the left side in individual cases, are con-

b

sistent with this previous work. The finding of higher
peaks of activity on the left in several subjects could
be explained by greater blood flow changes in these
foci, by a greater degree of contiguity of activated areas
causing less intravoxel averaging of the signal [28], or
by combinations of these factors.

Right lateral frontal activity observed in most of our
subjects may reflect mechanisms mediating general
arousal and atcention. Right frontal lesions are believed
to result in specific deficits of arousal and poor perfor-
mance on vigilance tasks [59-611. Blood flow studies
have shown activation in a similar area during tasks
specifically probing sustained attention [62—641, Dif-
ferences in the level of arousal from trial to trial in the
present study may have been responsible for minor
differences observed across speech conditions in some
individuals. In particular, it seems likely thar the pseu-
doword stimuli may have induced an alerting response,
explaining the slightly greater response to pseudo-
words in several subjects.

The cause of signal decrements observed in some
voxels during acrivation periods is unclear [36]. When
these are located immediately adjacent to strongly acti-
vated voxels, one explanation is a “steal” phenomenon
resulting from local shunting of oxygenated blood to-
ward active voxels and away from neighboring inactive
voxels. We observed in 1 subject a different pattern
of negatively correlated voxels, consisting of a Linear
array not adjacent to positive vurels (see Fig 4). This
structure could represent a cortical vein draining the
active region and subject to increased blood flow dus-
ing activation periods. The observed signal decrement
might therefore be due to “time-of-flight,” dephasing,
or other flow-related effects. Investigation of these and
other hypotheses awaits further study.

As in previous FMRI studies of motor and visual
areas, the activated regions in our study appeared to
involve cortical tissue almost exclusively {25-29]. Ac-
tivity was often concentrated along sulci, giving a some-
what “patchy” rather than a homogeneous appearance
to the active areas. This appearance likely reflects the
fact thar active cortical tissue crosses, to some degree,
in or out of the slice plane, depending on the configu-
ration of the gyral surface, the angle of sulci with re-
spect to the slice orientation, the variation in depth
along the length of sulci, and other morphological fac-
tors. The tomographic method used in this study is
therefore limited in its ability to fully represent homo-
geneous, contiguous regions of activation on the
convoluted cortical surface. This limitation, while
contributing to the inhomogeneous appearance of the
activity distributions in Figure 4, should not affect the
ability to qualitatively localize activity or to measure
large differences in activity distributions between stim-
ulus conditions.
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Several other methodological limitations of the
study require discussion. First, computer limitations re-
stricted scanning to two brain slices; other potentially
active brain regions were therefore not evaluated. In
some subjects other regions of interest were imaged
during separate stimulus presentations; these results
will be the subject of subsequent reports. Instrumenta-
tion improvements at our facility recently included
development of whole-brain imaging, which should
eliminate slice limitations in future studies. Second,
no formal auditory acuity testing of subjects was per-
formed. This deficiency seems unlikely to have influ-
enced results as no subject had any symptom related
to hearing loss, and all reported hearing the stimuli
clearly. Third, as mentioned previously, attention and
arousal variables were not controlled. This was a neces-
sary consequence of the passive listening paradigm,
which was thought to be most suitable for a “first look”
at auditory activation using FMRI. Finally, precise
brain slice position varied somewhat across and within
subjects, despite efforts to control this using standard
measurements from the lateral brain surface. This out-
come is a further indication of individual variability in
brain shape and should be overcome in future studies
using whole-brain acquisitions.

FMRI is an important new noninvasive tool for in-
vestigaring structure-function relationships in the hu-
man brain. FMRI provides high-resolution functional
images that are readily coregistered with anatomical
images, and is apparently capable of far greater spatial
resolution than that reported here {28]. The method
is safe and well tolerated, allowing considerable free-
dom of repeated testing in individuals. FMRI does not
require pooling of responses across subjects, enabling
detailed study of individual variations in functional
anatomy and avoiding potential false-negative results
arising from averaging on standardized templates {651.
The FMRI technique should eventually enjoy wide-
spread use, given its relatively low cost and the possi-
bility of its implementation on commercial scanners
such as the one used in this study. This availability,
together with the other capabilities mentioned, could
lead to significandy improved understanding of ex-
tremely complex human brain functions such as speech
perception.

This work was supported by a grant from the McDonnell-Pew Pro-
gram in Cognirive Neuroscience and by grant CA41464 from the
National Institutes of Health.

Appendix: Text Sentences

Wearing his black rubber boots and parka, Tom started
through the farmyard, crossing a stretch of ice first,
then sticky mud.
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As he approached the cattle yard, Tom saw five or
six cows contentedly chewing at bales of hay, their
smooth brown coats warmed by the sun.

The dairy maids, splashing through the mud with their
naked white legs not yet sunburned, drove the moo-
ing calves out into the great field.

Tom’s big horse sank up to its fetlocks in the mud,
and as each foot was pulled out of the half-frozen
ground, it made a wet, smacking noise.

Riding through the woods, he was delighted by the
sight of the old trees, with the moss reviving on their
bark and their green buds swelling up to bloom.

To avoid trampling the clover, Tom rode through the
shallow streams of the forest, frightening two ducks
as his horse mounted the slippery bank.

On the hill, he could already see the meadow far be-
low, part of it in shadow, where the laborers were
just beginning their day’s mowing.

Dismounting and tethering his horse, Tom walked off
into the vast gray-green sea of the meadow, the silky
grass reaching as high as his waist.

As he approached he saw more and more peasants
working in a long row, each one swinging his scythe
in his own way, clearing the grass in wide swaths.

Tom took up a scythe himself and began mowing, as
the peasants came out onto the road, sweaty and
cheerful, and laughingly greeted him.
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